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Abstract
The study and analysis of language as a subject in computer science is both an important and challenging field. Much emphasis has been placed on discovering methods of allowing the computer, not only to understand the meaning of the text that it is reading, but also to infer new meaning for words given the context in which they are mentioned. The first step in such a problem is to attempt to determine which words may have similar meaning, given various contexts in which they are used together. Two algorithms which have been applied to this task are Latent Dirichlet Allocation (LDA) [1] and Latent Semantic Indexing (LSI) [2]. Both attempt to group the words of a corpus under a predefined number of headings where words belonging to the same cluster are assumed to be related to the same topic [4].

In order to establish these relationships, the computer must have enough data (i.e. text) with which to work. This invariably begs the question how much is “enough”? Investigations have already been conducted to determine an appropriate number of topics to use given the size of the corpus [3]. However, the question that we propose is, how large must a corpus be in order to establish stable topics given that the number of topics is fixed?

Our approach to this problem has been to choose a corpus which is certainly big enough to build a model. In this case, the entire contents of Wikipedia. A model is built on this information and taken as a gold standard for the topics in the collection. We then reduce the size of the corpus by 10% and build a new model, hopefully getting similar topics to those we found previously. Note that the reduction is achieved by removing random sentences from the corpus. This is to ensure that we don’t unintentionally remove an entire subject from the collection, say by removing all articles whose titles begin with “Z”. This process of reducing and rebuilding continues until we have only a small percentage of the corpus left.

We now have a number of models, all built by the same method on reduced versions of the same collection. We can evaluate the quality of each model by comparing the contents of its topics to those of the gold standard model we originally built. This may be achieved using DICE [6] or the Jaccard Index [7] between the sets. The point at which we see a large deviation between the model of a reduced corpus and that of the gold standard is the point at which we say the models become unstable.

To date, we have generated the reduced collections and are in the process of building the models with Wikipedia. This is a time consuming and costly process, however. To facilitate faster testing, we have also begun an investigation using the works of H.P. Lovecraft as a corpus [5]. This collection is much smaller and hence much easier to work with, but as yet it is unclear as to how useful the results of that investigation will be.
References